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Change-prone Class Prediction

Change-prone classes or modules are defined as software components in the source code which are likely to change in the future.

Prediction and early identification of change-prone components are useful for test-resource optimization.

Source code metrics are used to measure the internal structure of software system such as complexity, coupling, cohesion, inheritance, and size.

Motivation: Source code metrics and machine learning based technique for change-proneness prediction.
Four Source Code Metrics Dimensions

7 size metrics, 18 cohesion metrics, 20 coupling metrics, and 17 inheritance metrics

Selection of the suitable set of source code metrics is an integral component of the predictive model development process

Motivation: Investigate five different types of features selection techniques such as univariate logistic regression analysis, gain ratio feature evaluation, information gain feature evaluation, principal component analysis (PCA), and rough set analysis (RSA)
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Objective [Metrics and Feature Selection]

[1] Investigate the performance of four different source code metrics dimensions such as size metrics (7), cohesion metrics (18), coupling metrics (20), and inheritance metrics (17) for change-proneness prediction.

[2] Investigate the performance of five different types of features selection techniques such as univariate logistic regression analysis, gain ratio feature evaluation, information gain feature evaluation, principal component analysis (PCA), and rough set analysis (RSA) to select right set of source code metrics.
Objective [Learning Algorithms and Ensemble Methods]

[3] Investigate the performance of eight different learning algorithms: LOGR, NBC, ELM-LIN, ELM-PLY, ELM-RBF, SVM-LIN, SVM-RBF, SVM-SIG to develop a model to predict change-proneness of OO software.

[4] Investigate the performance of two different types of ensemble methods to come up with better performance as compared to the individual models.
Literature Survey

**Henry and Kafura [102]**

Henry and Kafura considered correlation analysis for measuring the correlation between changeability i.e., number of changed source lines in the Unix operating system and source code metrics [102]. They found that the source code metrics are strongly correlated with changeability. They defined these source code metrics using information flow among the system components.

**Ruchika Malhotra and Anuradha Chug [107]**

Ruchika Malhotra and Anuradha Chug studied the relationship between object oriented metrics and maintainability i.e., changeability of software [107].
Hongmin Lu et al. [105]
Hongmin Lu et al. considered statistical meta-analysis techniques to investigate the ability of sixty Object-Oriented source code metrics to predict change-proneness [105]

Yuming Zhou and Hareton Leung [164]
Yuming Zhou and Hareton Leung considered multiple adaptive regression splines (MARS) modeling technique to build software maintainability prediction models using the software metrics [164]
We use two different versions of **Eclipse software application** (Eclipse Version 2.0 \(^a\) and Eclipse Version 2.1 \(^b\))

Eclipse is a long-running, widely-used, publicly available, large and complex open-source project


Eclipse Software Application

We compute the source code metrics value for only those Java file which appear in both the versions i.e., Eclipse 2.0 and Eclipse 2.1. We use Perl tool to compute the change-proneness module between two version of Eclipse software \(^a\) [105]

We eliminate several Java files (Refer to paper for the procedure followed to eliminate files)

\(^a\)https://www.perl.org/get.html
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### Cohesion: From COA to TCC

<table>
<thead>
<tr>
<th>Metric</th>
<th>Max</th>
<th>Min</th>
<th>Mean</th>
<th>Median</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>COA</td>
<td>110</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td>3.636</td>
</tr>
<tr>
<td>CAMC</td>
<td>1</td>
<td>0.014</td>
<td>0.221</td>
<td>0.179</td>
<td>0.15</td>
</tr>
<tr>
<td>CO</td>
<td>1</td>
<td>-2</td>
<td>0.122</td>
<td>0.089</td>
<td>0.461</td>
</tr>
<tr>
<td>DCD</td>
<td>1</td>
<td>0</td>
<td>0.54</td>
<td>0.5</td>
<td>0.379</td>
</tr>
<tr>
<td>DCI</td>
<td>1</td>
<td>0</td>
<td>0.617</td>
<td>0.714</td>
<td>0.391</td>
</tr>
<tr>
<td>ICH</td>
<td>2976</td>
<td>0</td>
<td>21.051</td>
<td>4</td>
<td>85.856</td>
</tr>
<tr>
<td>LCC</td>
<td>1</td>
<td>0</td>
<td>0.604</td>
<td>0.672</td>
<td>0.397</td>
</tr>
<tr>
<td>LCOM1</td>
<td>171850</td>
<td>0</td>
<td>217.239</td>
<td>23</td>
<td>3018.651</td>
</tr>
<tr>
<td>LCOM2</td>
<td>166390</td>
<td>0</td>
<td>185.78</td>
<td>13</td>
<td>2893.3</td>
</tr>
<tr>
<td>LCOM3</td>
<td>492</td>
<td>1</td>
<td>6.78</td>
<td>4</td>
<td>12.283</td>
</tr>
<tr>
<td>LCOM4</td>
<td>282</td>
<td>1</td>
<td>3.236</td>
<td>2</td>
<td>6.176</td>
</tr>
<tr>
<td>LCOM5</td>
<td>2</td>
<td>0</td>
<td>0.771</td>
<td>0.833</td>
<td>0.28</td>
</tr>
<tr>
<td>NHD</td>
<td>1</td>
<td>0</td>
<td>0.651</td>
<td>0.69</td>
<td>0.205</td>
</tr>
<tr>
<td>NEWCO</td>
<td>1</td>
<td>0</td>
<td>0.369</td>
<td>0.306</td>
<td>0.274</td>
</tr>
<tr>
<td>NEWLCOM5</td>
<td>1</td>
<td>0</td>
<td>0.333</td>
<td>0.267</td>
<td>0.243</td>
</tr>
<tr>
<td>OCC</td>
<td>1</td>
<td>0</td>
<td>0.655</td>
<td>0.714</td>
<td>0.31</td>
</tr>
<tr>
<td>PCC</td>
<td>1</td>
<td>0</td>
<td>0.534</td>
<td>0.563</td>
<td>0.332</td>
</tr>
<tr>
<td>SNHD</td>
<td>1</td>
<td>-1</td>
<td>-0.187</td>
<td>0</td>
<td>0.527</td>
</tr>
<tr>
<td>TCC</td>
<td>1</td>
<td>0</td>
<td>0.53</td>
<td>0.5</td>
<td>0.383</td>
</tr>
</tbody>
</table>
### Inheritance: From AID to SPD

<table>
<thead>
<tr>
<th>Metric</th>
<th>Max</th>
<th>Min</th>
<th>Mean</th>
<th>Median</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>AID</td>
<td>7</td>
<td>0</td>
<td>1.265</td>
<td>1</td>
<td>1.343</td>
</tr>
<tr>
<td>CLD</td>
<td>7</td>
<td>0</td>
<td>0.309</td>
<td>0</td>
<td>0.776</td>
</tr>
<tr>
<td>DIT</td>
<td>7</td>
<td>0</td>
<td>1.265</td>
<td>1</td>
<td>1.343</td>
</tr>
<tr>
<td>DP</td>
<td>420</td>
<td>0</td>
<td>4.82</td>
<td>1</td>
<td>16.778</td>
</tr>
<tr>
<td>DPA</td>
<td>129</td>
<td>0</td>
<td>2.286</td>
<td>0</td>
<td>5.233</td>
</tr>
<tr>
<td>DPD</td>
<td>415</td>
<td>0</td>
<td>2.534</td>
<td>0</td>
<td>15.874</td>
</tr>
<tr>
<td>NMA</td>
<td>596</td>
<td>0</td>
<td>11.429</td>
<td>7</td>
<td>18.455</td>
</tr>
<tr>
<td>NMI</td>
<td>596</td>
<td>0</td>
<td>23.809</td>
<td>6</td>
<td>42.686</td>
</tr>
<tr>
<td>NMO</td>
<td>124</td>
<td>0</td>
<td>1.988</td>
<td>0</td>
<td>4.316</td>
</tr>
<tr>
<td>NOA</td>
<td>7</td>
<td>0</td>
<td>1.265</td>
<td>1</td>
<td>1.343</td>
</tr>
<tr>
<td>NOC</td>
<td>155</td>
<td>0</td>
<td>0.739</td>
<td>0</td>
<td>3.967</td>
</tr>
<tr>
<td>NOPD</td>
<td>381</td>
<td>0</td>
<td>1.606</td>
<td>0</td>
<td>10.654</td>
</tr>
<tr>
<td>NOP</td>
<td>1</td>
<td>0</td>
<td>0.626</td>
<td>1</td>
<td>0.484</td>
</tr>
<tr>
<td>SIX</td>
<td>1.596</td>
<td>0</td>
<td>0.094</td>
<td>0</td>
<td>0.156</td>
</tr>
<tr>
<td>SP</td>
<td>110</td>
<td>0</td>
<td>0.665</td>
<td>0</td>
<td>3.74</td>
</tr>
<tr>
<td>SPA</td>
<td>10</td>
<td>0</td>
<td>0.264</td>
<td>0</td>
<td>0.742</td>
</tr>
<tr>
<td>SPD</td>
<td>110</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td>3.636</td>
</tr>
</tbody>
</table>
Source Code Metrics

**Coupling**

The information flow among various program components in the object oriented software implementation is measured using coupling and there are several metrics such as Data Abstraction Coupling (DAC) and Coupling between Objects (CBO) to measure coupling [127]

**Cohesion**

Cohesion is defined as the degree or extent to which various elements in a design unit such as packages and classes are related to each other and is measured using several metrics such as Lack of Cohesion in Methods (LCOM) and Information-Flow based Cohesion (ICH) [110]
Source Code Metrics

Inheritance

Inheritance metrics such as Average Inheritance Depth (AID) and Class-to-Leaf Depth (CLD) metric measure quality and complexity of class inheritance hierarchies [144]

Size

Size metrics such as (Lines of Code) LOC determine the size of the program code [103]
Observations

Results reveals substantial variation or dispersion in the values of 62 source code metrics which shows wide variability in the structure and size of program code and elements

Source Lines of Code (SLOC) value varies from a minimum of 4 to a maximum of 3669

The mean value of 115.431 for SLOC means that a large number of Classes have SLOC more than 100.
Correlation Matrix between Source Code Metrics
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Zooming a Section of Correlation Matrix
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Method

We compute the association between 62 metrics consisting of dependent and independent variables using the Pearson’s correlations coefficient ($r$)

A Black circle represents an $r$ value between 0.7 and 1.0 or between $-0.7$ and $-1.0$ indicating a strong positive or negative linear relationship respectively.

A White circle $r$ value between 0.3 and 0.7 or $-0.3$ and $-0.7$ indicating a weak positive or negative linear relationship respectively.
Metrics Correlation Analysis

Observations

A blank cell represents no linear relationships between the two variables.

There is a strong positive linear relationship between LCOM1 and seven other variables LCOM2, LCOM3, LCOM4, NMA, NAIMP, NUMPA and SLOC.

A weak linear relationship between CAMC and DCD as well as CBO and ICH.

Metrics such as NA, NAIMP, NM, NMIMP and NUMPA are part of the size metrics and they have strong as well as weak correlations with several coupling metrics OCAEC, NIHICP, MPC and IHICP.
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## Metrics Set

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Dependent Variable</th>
<th>Independent Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Change-proneness</td>
<td>All metrics</td>
</tr>
<tr>
<td>A2</td>
<td>Change-proneness</td>
<td>Cohesion metrics</td>
</tr>
<tr>
<td>A3</td>
<td>Change-proneness</td>
<td>Coupling metrics</td>
</tr>
<tr>
<td>A4</td>
<td>Change-proneness</td>
<td>Size metrics</td>
</tr>
<tr>
<td>A5</td>
<td>Change-proneness</td>
<td>Inheritance metrics</td>
</tr>
<tr>
<td>A6</td>
<td>Change-proneness</td>
<td>Selected set of metrics using gain ratio feature (GRS)</td>
</tr>
<tr>
<td>A7</td>
<td>Change-proneness</td>
<td>Selected set of metrics using information gain (IGS)</td>
</tr>
<tr>
<td>A8</td>
<td>Change-proneness</td>
<td>Selected set of metrics using univariate logistic regression analysis (LCS)</td>
</tr>
<tr>
<td>A9</td>
<td>Change-proneness</td>
<td>Extracted feature attributes using PCA</td>
</tr>
<tr>
<td>A10</td>
<td>Change-proneness</td>
<td>Reduced feature attributes using RSA</td>
</tr>
</tbody>
</table>
Effectiveness of Metrics

List of Metrics

Ten different set of source code metrics All metrics (AM), cohesion metrics (CHM), coupling metrics (CPM), size metrics (SM), inheritance metrics (IHM), selected set of metrics using gain ratio feature (GRS), selected set of metrics using information gain (IGS), selected set of metrics using univariate logistic regression analysis (LCS), extracted set of metrics using principal component analysis (PCA), selected set of metrics using rough set analysis (RSA)
We apply 4 different feature selection methods as the number of dimensions in our dataset is high.

Our objective is to eliminate some of the irrelevant and redundant original variables to increase the training speed and accuracy of the classifier.

We apply a filter approach for feature selection which precedes the classifier design and is also independent of the learning algorithm.

The four feature selection techniques that we use in our study are (1) Univariate Logistic Regression (2) Principal Component Analysis (3) Information Gain and Gain Ratio (4) Rough Set Analysis.
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<table>
<thead>
<tr>
<th>Metrics</th>
<th>Coeff.</th>
<th>p-val</th>
<th>Metrics</th>
<th>Coeff.</th>
<th>p-val</th>
</tr>
</thead>
<tbody>
<tr>
<td>COA</td>
<td>0.044</td>
<td>0.028</td>
<td>NEWCO</td>
<td>-1.436</td>
<td>0</td>
</tr>
<tr>
<td>CAMC</td>
<td>-4.399</td>
<td>0</td>
<td>NEWICOM5</td>
<td>-2.434</td>
<td>0</td>
</tr>
<tr>
<td>CO</td>
<td>-0.089</td>
<td>0.246</td>
<td>OCC</td>
<td>-0.218</td>
<td>0.056</td>
</tr>
<tr>
<td>DCD</td>
<td>-0.694</td>
<td>0</td>
<td>PCC</td>
<td>0.015</td>
<td>0.886</td>
</tr>
<tr>
<td>DCI</td>
<td>-0.433</td>
<td>0</td>
<td>SNHD</td>
<td>-0.577</td>
<td>0</td>
</tr>
<tr>
<td>ICH</td>
<td>0.034</td>
<td>0</td>
<td>TCC</td>
<td>-0.728</td>
<td>0</td>
</tr>
<tr>
<td>LCC</td>
<td>-0.489</td>
<td>0</td>
<td>ACAIC</td>
<td>0.555</td>
<td>0.003</td>
</tr>
<tr>
<td>LCOM1</td>
<td>0.004</td>
<td>0</td>
<td>ACMIC</td>
<td>0.157</td>
<td>0.014</td>
</tr>
<tr>
<td>LCOM2</td>
<td>0.005</td>
<td>0</td>
<td>AMMIC</td>
<td>0.076</td>
<td>0</td>
</tr>
<tr>
<td>LCOM3</td>
<td>0.146</td>
<td>0</td>
<td>CBI</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LCOM4</td>
<td>0.155</td>
<td>0</td>
<td>CBO</td>
<td>0.128</td>
<td>0</td>
</tr>
<tr>
<td>LCOM5</td>
<td>1.268</td>
<td>0</td>
<td>DAC</td>
<td>0.21</td>
<td>0</td>
</tr>
<tr>
<td>NHD</td>
<td>0.192</td>
<td>0</td>
<td>DCAES</td>
<td>0.005</td>
<td>0.598</td>
</tr>
</tbody>
</table>

Univariate Logistic Regression (ULR)
Principal Component Analysis (PCA)
Gain Ratio (GR) and Information Gain (IG)
### Metrics, Coefficient, p-value

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Coeff.</th>
<th>p-val</th>
<th>Metrics</th>
<th>Coeff.</th>
<th>p-val</th>
<th>Metrics</th>
<th>Coeff.</th>
<th>p-val</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCMEC</td>
<td>0.019</td>
<td>0.326</td>
<td>AID</td>
<td>0.362</td>
<td>0</td>
<td>NOP</td>
<td>0.729</td>
<td>0</td>
</tr>
<tr>
<td>ICP</td>
<td>0.021</td>
<td>0</td>
<td>CLD</td>
<td>0.139</td>
<td>0.004</td>
<td>SIX</td>
<td>2.22</td>
<td>0</td>
</tr>
<tr>
<td>IHICP</td>
<td>0.03</td>
<td>0</td>
<td>DIT</td>
<td>0.362</td>
<td>0</td>
<td>SP</td>
<td>0.134</td>
<td>0</td>
</tr>
<tr>
<td>MPC</td>
<td>0.046</td>
<td>0</td>
<td>DP</td>
<td>0.04</td>
<td>0</td>
<td>SPA</td>
<td>0.521</td>
<td>0</td>
</tr>
<tr>
<td>NIHICP</td>
<td>0.025</td>
<td>0</td>
<td>DPA</td>
<td>0.151</td>
<td>0</td>
<td>SPD</td>
<td>0.044</td>
<td>0.028</td>
</tr>
<tr>
<td>OCAEC</td>
<td>0.01</td>
<td>0.083</td>
<td>DPD</td>
<td>0.013</td>
<td>0.001</td>
<td>NA</td>
<td>0.051</td>
<td>0</td>
</tr>
<tr>
<td>OCAIC</td>
<td>0.218</td>
<td>0</td>
<td>NMA</td>
<td>0.067</td>
<td>0</td>
<td>NAIMP</td>
<td>0.111</td>
<td>0</td>
</tr>
<tr>
<td>OCMEEC</td>
<td>0.001</td>
<td>0.492</td>
<td>NMI</td>
<td>0.013</td>
<td>0</td>
<td>NM</td>
<td>0.021</td>
<td>0</td>
</tr>
<tr>
<td>OMCMIC</td>
<td>0.08</td>
<td>0</td>
<td>NMO</td>
<td>0.185</td>
<td>0</td>
<td>NMIMP</td>
<td>0.084</td>
<td>0</td>
</tr>
<tr>
<td>OMMECE</td>
<td>0.002</td>
<td>0.006</td>
<td>NOA</td>
<td>0.362</td>
<td>0</td>
<td>NUMPA</td>
<td>0.064</td>
<td>0</td>
</tr>
<tr>
<td>OMMID</td>
<td>0.055</td>
<td>0</td>
<td>NOC</td>
<td>0.015</td>
<td>0.203</td>
<td>STMTS</td>
<td>0.009</td>
<td>0</td>
</tr>
<tr>
<td>RFC</td>
<td>0.003</td>
<td>0</td>
<td>NOPD</td>
<td>0.013</td>
<td>0.022</td>
<td>SLOC</td>
<td>0.012</td>
<td>0</td>
</tr>
</tbody>
</table>
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Univariate Logistic Regression (ULR)

Results and Observations

Univariate logistic regression helps in computing the percent or extent of variance (a predictor of statistical relationship between two variables) in the dependent variable explained by the independent variables.

The p-value of metrics OCC, PCC, DCAEC, DCMEC, OCAEC, OCMEC, NOC and NOPD is greater than the commonly used alpha threshold or level of 0.05 and hence they are not statistically significant predictors.

54 of the 62 metrics have a low p-value value ranging between 0 and 0.05 and hence they are useful predictors for our change-prone estimator.
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### Principal Components and Correlated Metrics

<table>
<thead>
<tr>
<th>PC</th>
<th>Eigenvalue</th>
<th>% Variance</th>
<th>Cumulative</th>
<th>Correlated Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>7.48</td>
<td>12.076</td>
<td>12.076</td>
<td>ICII, LCOM3, LCOM4, NEWLCOM5, AMMIC, CBO, ICP, IHIJP, MPC, NIHIJP, OCMIC, OCM-MEC, OMMID, RFC, DPA, NMA, NMO, NA, NAIMP, NM, NMIMP, NUMPA, STMTS, SLCOC</td>
</tr>
<tr>
<td>PC2</td>
<td>6.47</td>
<td>10.448</td>
<td>22.523</td>
<td>AID, DIT, NMI, NOA, NOP, SIX</td>
</tr>
<tr>
<td>PC3</td>
<td>5.67</td>
<td>9.149</td>
<td>31.667</td>
<td>COA, DCD, OCC, CBI, DCAEC, CLD, DP, DPD, NDC, NOD, NOPD, SP</td>
</tr>
<tr>
<td>PC4</td>
<td>5.32</td>
<td>8.589</td>
<td>40.256</td>
<td>CO, DCI, LCC, NEWCO, PCC, TCC</td>
</tr>
<tr>
<td>PC5</td>
<td>4.01</td>
<td>6.477</td>
<td>46.734</td>
<td>LCOM1, LCOM2</td>
</tr>
<tr>
<td>PC6</td>
<td>3.89</td>
<td>6.274</td>
<td>53.007</td>
<td>DCMEC, OCAEC, OCMEC</td>
</tr>
<tr>
<td>PC7</td>
<td>2.61</td>
<td>4.207</td>
<td>57.215</td>
<td>CAMC</td>
</tr>
<tr>
<td>PC8</td>
<td>2.47</td>
<td>3.985</td>
<td>61.2</td>
<td>DAC, OCAIC</td>
</tr>
<tr>
<td>PC9</td>
<td>2.22</td>
<td>3.583</td>
<td>64.783</td>
<td>LCOM5</td>
</tr>
<tr>
<td>PC10</td>
<td>2.14</td>
<td>3.456</td>
<td>68.239</td>
<td>NHD, ACMIC</td>
</tr>
<tr>
<td>PC11</td>
<td>2.13</td>
<td>3.448</td>
<td>71.687</td>
<td>SNHD</td>
</tr>
<tr>
<td>PC12</td>
<td>2.12</td>
<td>3.428</td>
<td>75.115</td>
<td>ACAIC</td>
</tr>
<tr>
<td>PC13</td>
<td>1.9</td>
<td>3.209</td>
<td>78.324</td>
<td>SPA</td>
</tr>
<tr>
<td>PC14</td>
<td>1.85</td>
<td>3.150</td>
<td>80.004</td>
<td>SPD</td>
</tr>
</tbody>
</table>
Results and Observations

Table shows the eigenvalues of the 14 principal components in the decreasing order of eigenvalues and the proportion of variance (in terms of percentage variance) explained by the 14 principal components.

Results reveals the correlations between the 14 principal components and the 62 to source code metrics.

AID, DIT, NMI, NOA, NOP and SIX are most strongly correlated with the PC2 component. We infer from PCA procedure that AID, DIT, NMI, NOA, NOP and SIX vary together.
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### Feature Selection Experimental Results - I

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Gain-Ratio</th>
<th>Info-Gain</th>
<th>Metrics</th>
<th>Gain-Ratio</th>
<th>Info-Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>COA</td>
<td>0.001</td>
<td>0.004</td>
<td>NEWCO</td>
<td>0.027</td>
<td>0.042</td>
</tr>
<tr>
<td>CAMC</td>
<td>0.046</td>
<td>0.088</td>
<td>NEWLCOM5</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>CO</td>
<td>0.023</td>
<td>0.063</td>
<td>OCC</td>
<td>0.019</td>
<td>0.021</td>
</tr>
<tr>
<td>DCD</td>
<td>0.018</td>
<td>0.017</td>
<td>PCC</td>
<td>0.013</td>
<td>0.015</td>
</tr>
<tr>
<td>DCI</td>
<td>0.013</td>
<td>0.022</td>
<td>SNHD</td>
<td>0.029</td>
<td>0.039</td>
</tr>
<tr>
<td>ICH</td>
<td>0.042</td>
<td>0.081</td>
<td>TCC</td>
<td>0.019</td>
<td>0.018</td>
</tr>
<tr>
<td>LCC</td>
<td>0.015</td>
<td>0.014</td>
<td>ACAIC</td>
<td>0.01</td>
<td>0.002</td>
</tr>
<tr>
<td>LCOM1</td>
<td>0.05</td>
<td>0.094</td>
<td>ACMIC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LCOM2</td>
<td>0.048</td>
<td>0.089</td>
<td>AMMIEC</td>
<td>0.038</td>
<td>0.065</td>
</tr>
<tr>
<td>LCOM3</td>
<td>0.035</td>
<td>0.078</td>
<td>CBI</td>
<td>0.033</td>
<td>0.011</td>
</tr>
<tr>
<td>LCOM4</td>
<td>0.026</td>
<td>0.03</td>
<td>CBO</td>
<td>0.068</td>
<td>0.176</td>
</tr>
<tr>
<td>LCOM5</td>
<td>0.033</td>
<td>0.085</td>
<td>DAC</td>
<td>0.039</td>
<td>0.07</td>
</tr>
<tr>
<td>NHD</td>
<td>0.048</td>
<td>0.088</td>
<td>DCAEC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SP</td>
<td>0.022</td>
<td>0.017</td>
<td>SPA</td>
<td>0.022</td>
<td>0.014</td>
</tr>
<tr>
<td>NAIMP</td>
<td>0.032</td>
<td>0.062</td>
<td>NM</td>
<td>0.045</td>
<td>0.093</td>
</tr>
</tbody>
</table>
### Feature Selection Experimental Results - II

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Gain-Ratio</th>
<th>Info-Gain</th>
<th>Metrics</th>
<th>Gain-Ratio</th>
<th>Info-Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCMSC</td>
<td>0</td>
<td>0</td>
<td>AID</td>
<td>0.022</td>
<td>0.035</td>
</tr>
<tr>
<td>ICP</td>
<td>0.084</td>
<td>0.167</td>
<td>CLD</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IHIICP</td>
<td>0.037</td>
<td>0.065</td>
<td>DIT</td>
<td>0.022</td>
<td>0.035</td>
</tr>
<tr>
<td>MPC</td>
<td>0.077</td>
<td>0.171</td>
<td>DP</td>
<td>0.027</td>
<td>0.042</td>
</tr>
<tr>
<td>NIHIICP</td>
<td>0.078</td>
<td>0.152</td>
<td>DPA</td>
<td>0.029</td>
<td>0.043</td>
</tr>
<tr>
<td>OCAEC</td>
<td>0.005</td>
<td>0.005</td>
<td>DPD</td>
<td>0.01</td>
<td>0.004</td>
</tr>
<tr>
<td>OCAIC</td>
<td>0.038</td>
<td>0.069</td>
<td>NMA</td>
<td>0.037</td>
<td>0.055</td>
</tr>
<tr>
<td>OCMSC</td>
<td>0</td>
<td>0</td>
<td>NMI</td>
<td>0.027</td>
<td>0.04</td>
</tr>
<tr>
<td>OCMIC</td>
<td>0.027</td>
<td>0.055</td>
<td>NMO</td>
<td>0.028</td>
<td>0.041</td>
</tr>
<tr>
<td>OMMSC</td>
<td>0</td>
<td>0</td>
<td>NOA</td>
<td>0.022</td>
<td>0.035</td>
</tr>
<tr>
<td>OMMID</td>
<td>0.072</td>
<td>0.156</td>
<td>NOC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>RFC</td>
<td>0.06</td>
<td>0.141</td>
<td>NOPD</td>
<td>0.069</td>
<td>0.003</td>
</tr>
<tr>
<td>NOP</td>
<td>0.022</td>
<td>0.021</td>
<td>SIX</td>
<td>0.028</td>
<td>0.028</td>
</tr>
<tr>
<td>SPD</td>
<td>0.01</td>
<td>0.004</td>
<td>NA</td>
<td>0.041</td>
<td>0.089</td>
</tr>
<tr>
<td>NMIMP</td>
<td>0.044</td>
<td>0.086</td>
<td>NUMPA</td>
<td>0.039</td>
<td>0.088</td>
</tr>
</tbody>
</table>
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Results and Observations

We apply the procedure of selecting top $\lceil \log_2 n \rceil$ metrics out of $n$ metrics [61].

In our study $n = 62$ and hence we select the top 6 metrics. The 6 metrics selected using gain ratio are ICP, NIHICP, MPC, OMMID, STMTS, NOPD and the 6 metrics selected using information gain are CBO, MPC, ICP, OMMID, STMTS, NIHICP.

Table reveals the selected features represented using shaded gray cell.
Framework and Proposed Approach

Data Set → Normalization of the dataset → Partition of dataset → Classification Techniques with 5-fold cross validation → Performance Evaluation → Model comparison → Validation of developer models

- Framework and Proposed Approach

Lov Kumar, Santanu Kumar Rath, Ashish Sureka
We apply Eight different learning algorithms:

1. Logistic Regression (LOGR)
2. Naive Bayes Classifier (NBC)
3. Extreme Learning Machine (ELM) with linear (LIN), polynomial (PLY) and Radial Basis Function (RBF) kernels
4. Support Vector Machine (SVM) with linear (LIN), RBF and Sigmoid kernel (SIG)
5. Two ensemble techniques such as Best-in-Training (BTE) and Majority Voting (MV)
Best Training Ensemble (BTE)

Algorithm 1 Best Training Ensemble (BTE) Method

1: Select Data with N Number of features.
2: Select M number of classification models.
3: Select K for K-fold cross validation.
4: for each \( k \in K \) fold do
5: \hspace{1em} for each \( m \in M \) model do
6: \hspace{2em} Train model \( m \) on the training data of k-fold.
7: \hspace{2em} Apply model \( m \) on the training data of k-fold
8: \hspace{2em} Compute training performance of model \( m \) (\( P_m \)) based on certain performance parameter
9: \hspace{2em} Store the value of \( P_m \)
10: \hspace{1em} end for
11: Select best model \( M_b \in M \) model based on performance \( P_m \)
12: for each \( n \in N_{test} \) number of test data for fold \( k \) do
13: \hspace{2em} \( E_{out} \) = Result of model \( M_b \) on testing data \( n \)
14: \hspace{2em} end for
15: end for
Majority Voting Ensemble (MVE) Method

Algorithm 2 Majority Voting Ensemble (MVE) Method

1: Select Data with N Number of features.
2: Select M number of classification models.
3: Select K for K-fold cross validation.
4: for each \( k \in K \) fold do
5: \hspace{1em} for each \( m \in M \) model do
6: \hspace{2em} Apply model \( m \) on the training data of k-fold
7: \hspace{2em} Compute the output of trained model \( m \) on testing data of k-fold
8: \hspace{2em} Store the value of output for testing data of the trained model
9: \hspace{1em} end for
10: for each \( n \in N_{test} \) number of test data for fold \( k \) do
11: \hspace{1em} Count the number of models predicting a category
12: \hspace{1em} \( E_{out} \) = the category which has the maximum count on testing data \( n \)
13: \hspace{1em} end for
14: end for
We apply 8 different classification algorithms and 2 different ensemble techniques resulting in 10 different predictive model building approaches.

We evaluate the performance of these models using accuracy and AUC metrics.

Predicting change-proneness of classes is a binary classification problem and both accuracy and AUC are common evaluation metrics for such problems.
Evaluation Results for Ten Sub-Set of Metrics - Accuracy

![Graph showing accuracy results for different metrics.]
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Evaluation Results for Ten Classification Methods - Accuracy
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Observations and Results

- In most of the cases, the model developed by considering selected set of metrics using feature selection techniques as input obtained better performance i.e., high values of accuracy and AUC for predicting change-proneness as compared to a model developed using all metrics.

- Extreme Learning Machine with polynomial kernel function (ELM-PLY) yields better results when compared to other classification.
Observations and Results

- Majority Voting (MV) ensemble method outperformed as compared to all other classifier except ELM-PLY kernel.
- Among different kernel function, polynomial kernel in ELM and RBF kernel in SVM yields better results compared to other kernel functions.
- Model developed using coupling metrics have high median value of performance parameters as compare to other three set of source code metrics. This results shows that coupling metrics have higher predictive ability as compared to size metrics, cohesion metrics and inheritance metrics.
Model developed using selected set of source code metrics using rough set analysis (RSA) have high median value of performance parameters as compare to other.

There exists a small subset of source code software metrics out of total available source code software metrics which are able to predict change-proneness with higher accuracy and reduced value of misclassified errors.
Summary and Takeaways

- Coupling metrics have higher predictive ability as compared to size metrics, cohesion metrics and inheritance metrics.
- From experimental results, it is observed that, there exists a small subset of source code software metrics out of total available source code software metrics which are able to predict change-proneness with higher accuracy and reduced value of misclassified errors.
Summary and Takeaways

- We observed that the model developed using RSA yields better result compared to other approaches.
- We observed that model developed using Extreme Learning Machine with polynomial kernel function (ELM-PLY) yields better result as compare to other classification techniques, we also observed that Majority Voting (MV) ensemble method outperformed as compared to all other classifier except ELM-PLY kernel.
- From experiments, it is observed that the performance of the feature selection techniques is varied with the difference classification methods used.
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